Linear Algebra I
18/12/2015, Friday, 9:00 — 11:00

You are NOT allowed to use any type of calculators.

1 (24+6+4+4+4=20pts) Linear equations

Consider the following linear system of equations
d+e—f=2
a+2b+e—f=0
a+2b+2c—e+ f=2.
(a) Write down the augmented matrix.
(b

By performing row operations, put the augmented matrix into row echelon form.

)
)

(¢) Determine the lead and free variables.

(d) By performing row operations, put the augmented matrix into row reduced echelon form.
)

(e) Find the solution set of the equation.

REQUIRED KNOWLEDGE: Gauss-elimination, row operations, notions of lead/free
variables.

SOLUTION:

la: Augmented matrix is given by:

0001 1 =1 : 2
1 200 1 -1 : 0
1220 -1 1 : 2

1b:
0001 1 -1 1st = 2nd 00 1 -1 0
2nd = 1st
1200 1 -1:0——10o001 1 -1 2
1220 -1 1 2 1220 -1 1 2
1200 1 -1 200 1 -1 %0
3rd = 3rd — 1st
0001 1 -1 2 0001 1 -1 % 2
1220 -1 1 2 0020 -2 2% 2
1200 1 -1 2nd=3rd |} o 5 o 1 _1 I
3rd = 2nd

0001 1 -1 210020 -2 2 : 2
0020 —2 2 : 2 0001 1 -1 : 2



1 2 00 1 =1 : 0 1 2 00 1 -1
2nd:%><2nd

0020 -2 2 : 2 0010 -1 1
0001 1 -1 : 2 0001 1 -1

1c: Lead variables are a, ¢, and d whereas b, e, and f are free variables.

1d: The matrix
1200 1 —-1:0
0010 -1 1 :1
0001 1 -1 : 2

is already in row reduced echelon form.

le: The general solution is given by

a=-2b—e+f
c=e—f+1
d=—e+ f+2

where b, e, and f are free variables.




2 (10 + 10 = 20 pts) Determinant and inverse matrix

Consider the matrix

e i e
e e s
s T i
K8 = = =

(a) Find the determinant.

(b) Determine all values of = for which this matrix is nonsingular.

REQUIRED KNOWLEDGE: Determinants, nonsingular matrices.

SOLUTION:

2a: By applying row operation type III, we can get

0 1—-z 1—2 1—z2
0 -1 0 1—2z

i i i
— 8 = =
K~ =

x
det ! = det
1 o 0 0 z—1 1-—=z
1 1 1 1 x
Cofactor expansion along the last row results in
0 1—-2 1—2z 1-—22 2

l—-2 1—2 1—2x
=—det|z—-1 0 1—x
0 r—1 1—=x

0 z—1 0 1—=z
0 0 r—1 1—=x
1 1 1 T

det

By applying row operation type I, we can get

l—2z 1—2z 1—22 1 1 14z
det |z—1 0 1—-2|=(0-2)det| -1 0 1
0 zr—1 1—=x 0 -1 1
Note that
1 1 142z
det -1 0 1 :det<0 1)+det<1 1+x>:1+2+x:3+x
-1 1 -1 1
0o -1 1
Therefore,
z 1 1 1
Iz 11 3 3 4 2
det 11 2 1 =—1-2B+2)=(x-1)°B+=x)=2" — 62+ 8z — 3.
1 1 1 =z

2b: A square matrix is nonsingular if and only if its determinant is nonzero. Therefore, the
matrix we look at is nonsingular if and only if (x — 1)3(3 + ) # 0, in other words, if and only if
x#1and x # —3.




3 (10 + 10 = 20 pts) Partitioned matrices

Let A, B, and C be n x n matrices and
A B
M= {C om] :
(a) Show that M is nonsingular if and only if both B and C are nonsingular.

(b) Suppose that B and C are nonsingular. Find the inverse of M.

REQUIRED KNOWLEDGE: Partitioned matrices and nonsingular matrices.

SOLUTION:

3a: ‘if: Suppose that both B and C are nonsingular. Let z € R?” be such that

Mz =0.
Partition z as -
[m
z =
Y]
where z, y € R". Then, we have
_ _[A B ][z] J[Az+ By
e I [ g

This leads to
Ar+By=0, and Cz=0,.

Since C' is nonsingular, we get * = 0,, and hence By = 0,,. Now, it follows from non singularity
of B that y = 0,,. Thus, we obtain that z = 02,,. Consequently, M is nonsingular.

‘only if”: Suppose that M is nonsingular. Let y € R™ be such that

By =0,.

0, |A B 0n| _|By| _
wlil=le o] B = [0 o
Since M is nonsingular, this means that y = 0,,. Therefore, the matrix B must be nonsingular.
Similarly, let x € R™ be such that

Note that

Cx=0.

T A B T Ax — Az
M [—B_lAm] - {C’ Onx,}] [—B_lAa:] - { Czx } = Ozn.

Since M is nonsingular, this means that = 0. Therefore, the matrix C' must be nonsingular.

Note that

3b: Let the matrix
W X
v=[¥ 7

be a candidate for the inverse. Note that
A B W X
C Opxnl |Y Z

MN:[ l:AW+BY AX +BZ

cw cX



In case N is the inverse of M, one has

AW + BY =1,
AX 4+ BZ = 0pxn
CW = Onxn
CX =1I,.

From the third equation, we obtain that W = 0,,x,, as C is nonsingular. By substituting this into
the first, we get
I, = BY

and hence Y = B~!. From the last and non singularity of C, we get X = C~!. Finally, it follows
from the second that Z = —B~'AC~!. Therefore, we obtain

Oan C_l

_1_ _
M= =N=Ip1 _pig01|




4 (24+4+6+6+4+8=230pts) Vector spaces

Consider the vector space Py. Let S = {p(z) € Py | p(x) + p(—z) = 0} and L : Py — P, be

given by L(p(z) = 5(p(a) +p(~2)).

a) Are the vectors 1 4+ x, z + 22, 22 + 23, 2% + 1 linearly independent?

(c
d

Show that the set S is a subpace of P;. Find a basis for S and determine its dimension.

(a)
(b) Are the vectors 1+ , x + 22, 2% + 22, 23 for a basis for P,?
)
(d) Show that L is a linear transformation.

)

(e) Find ker L.

(f) Find the matrix representation of L with respect to the ordered basis {1 + z,  + 22, 2% +
23, 2%}

REQUIRED KNOWLEDGE: Subspaces, basis, dimension, linear transformations and
their matrix representations.

SOLUTION:

4a: Let a, b, ¢, and d be scalars such that
a(l+z)+ bz + 2?) +c(2® + 23) + d(2> +1) = 0.

This results in
(d+a)+ (a+b)x+ (b+c)r? + (c+d)z> =0

and hence
d+a=0
a+b=0
b+c=0
c+d=0.

Since (a,b,c,d) = (1,—1,1,—1) is a nontrivial solution for these equations, the vectors 1+ z, = +

22, 22 + 23, 23 + 1 are linearly dependent.

4b: To form a basis, they need to be linearly independent and to span the vector space Pj.
To check the former, let a, b, ¢, and d be scalars such that

a(l+z) +b(z + 2%) + c(2® + 23) + dz® = 0.

This leads to
a+(a+b)z+ (b+c)a® + (c+d)a® =0

and hence
a=0
a+b=0
b+c¢=0
c+d=0.

Clearly, the only solution for these equations is a = b = ¢ = d = 0. As such, the vectors
142, z+ 22, 22 4+ 23, 23 are linearly independent.
To check whether they span Py, let p(x) be an arbitrary polynomial belonging to Py given by

p(z) = a+ B +y? + oz



The question is if the polynomial p can be written as a linear combination of the vectors 1+z, x +
22, 22 + 23, 23; in other words, if we can find scalars a, b, ¢, and d such that

a4+ Br 4+ vz +62° = a(l 4+ z) + b(z + 22) + (2 + 2°) + d.

This would result in

a=a«
a+b=p
b+c=7
c+d=>5.

By solving these equations, we obtaina=«a, b= —-a,c=v—fF+a,andd =5 —~v+ 5 — a.
Therefore, the vectors 1+, =+ 22, 22+ 23, 2 span P;. As they are already shown to be linearly
independent, they form a basis for Pj.

4c: The set S is a subspace if it is nonempty and closed under vector addition and scalar
multiplication:

e (learly, 0 € S. So, the set S is nonempty.

e Let p(z) € S and a be a scalar. Note that ap(z) + ap(—z) = a(p(z) + p(—z)) = 0. Hence,
ap(x) € S.

e Let p(z) and g(z) be polynomials belonging to the set S. Note that p(x) + q(z) + p(—x) +
q(=x) = p(z) + p(=2) + q(x) + g(—x) = 0. Thus, p(z) +¢(z) € S.

So, we can conclude that S is a subspace of P;. Note that p(z) = a + bx + cz? + dz® belongs to
S if and only if p(x) + p(—z) = 2a + 2cz? = 0, that is a = ¢ = 0. Therefore, p(x) belongs to S if
and only if it is of the form p(z) = bx + dx3. Thus, we can conclude that the vectors x, 23 form
a basis for S and hence its dimension is 2.

4d: In order to show that L is a linear transformation, observe that:
o L(ap(z)) = 3 (ap(z) + ap(—=)) = §(p(z) + p(~x)) = aL(p(z)), and

o L(p(x) + q(z)) = 5 (p(z) + q(z) + p(—z) + q(—z)) = 5 (p(x) + p(—2)) + 5 (a(z) + q¢(—2)) =
L(p(z)) + L(q(z))

for all scalars a and polynomials p(z), ¢(z). Therefore, L is a linear transformation.

4e: Recall that
ker L = {p(x) € Py | L(p(x)) = 0}.

Let p(x) = a + bx + ca® + dx®. Note that p(x) € ker L if and only if
1 1 .
0= Lp(x)) = i(p(x) +p(—z)) = i(a + bx + cx? + da® + a — bx + cx? — da®) = a + ca®.
Then, we have p(x) € ker L if and only if a = ¢ = 0. Consequently, we get

ker L = {bx + dz® | band d are scalars}.

4f: To find the matrix representation, we proceed with finding the action of L on each basis



vectors:

1
L(1+x)=5(1+x+1—x):1:1~(1+x)—1~(x+x2)+1-(a;2+x3)—1-
1
L(x+x2):5(1‘—&—352—96—1—1‘2):x2:0~(1+m)+0~(x+x2)+1-(m2—|—az3)—1-
1
L($2+CL‘3)=5(.%2—1—5(}34-372—3?3):5(}2: (14+2)+0-(z4+2H)+1- (2 +23) —1-

La*)=-@* -2 =0=0-(1+2)+0-(z+2*)+0- (2> +2%) +0-

Therefore, we obtain the following matrix representation:

0 0

-1 0 0
1 1

-1 -1

o o oo




